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Abstract
Introduction

As digital learning technologies mature, optimizing technologies to improve learner performance and to create meaningful learning interactions is essential. Therefore, in the contemporary learning technologies environment, teachers must engage in pedagogic activities that help develop high-level thinking and that guide learners in efficient interactions. For example, students should be allowed to access online and discuss learning tasks cooperatively (Alavi & Gallupe, 2003; Bannan-Ritland, 2002; Resta & Laferrière, 2007). Cooperative learning is a common educational method for enhancing interaction and is considered the most successful strategy in contemporary educational reform (Jocob, 1999; Slavin, 1999). During the past two decades, most studies agree that cooperative learning positively affects students and is applicable to all grades, educational systems and disciplines, and can even be extended to solving complex problems during fundamental skill learning (Johnson, Johnson, & Holubec, 1998; Slavin, 1995). The development of contemporary digital learning has expanded the literature on computer-supported collaborative learning (CSCL) implemented in web-based activities. The literature generally agrees that cooperative learning based on web-based interaction, used either as a pedagogical supplement or as an alternative to classroom education, is now an essential educational activity (Alavi, 1994; Alavi, Wheeler, & Valacich, 1995; Lou, Abrami, & d’Apollonia, 2001). 
The CSCL emphasize the educational experience for the active interdependence and cooperative mutual assistance of learners each other. Therefore, team members should engage in appropriate interactions to achieve good learning outcomes. Appropriate interactions are needed to maintain the positive learner attitudes and active learning needed to achieve learning goals and good learning performance (Osman & Herring, 2007; Saleh, Lazonder, & de Jong). To identify the key performance indicators for a CSCL group, Hackman and Morris (1983) and Hmelo-Sliver, Chernobilsky and Jordan (2008) proposed that the history of interaction among team members while trying to accomplish a learning mission requires in-depth study. Even so, in a web-based synchronous environment, no studies have investigated how group members interact or how interaction affects learning performance. 
The CSCL can enhance high-level abilities such as respect for others, macro-thinking, introspection and feedback, interpersonal relationships, coordinating conflicts, problem solving, etc. (Johnson & Johnson, 1994). However, studies of synchronous learning methods by Kapur (2008) and Kapur and Kinzer (2009, 2007) show that CSCL fails when students encounter poorly structured problems. The complex contexts of the problems themselves and excessive external information may confuse group members with poor prior knowledge at the beginning of a discussion; meanwhile, students must overcome the sense of distance caused by their inability to conduct face-to-face communication, and they are expected to develop such cooperative skills as consensus, negotiation, respect, sharing, etc. If the students do not adequately address these challenges, CSCL is ineffective if the teacher fails to provide proper guidance or assistance when students attempt to solve problems cooperatively. Recent empirical studies show that, in a web-based environment using multimedia teaching materials, implementing conceptual scaffolding helps students with poor prior knowledge in a certain discipline to develop their conceptual knowledge and to boost their confidence to participate in discussions and share knowledge (Azevedo, Cromley, & Seibert, 2004; Moos & Azevedo, 2008; Shapiro, 1999, 2000). Therefore, this study evaluated the feasibility of including conceptual scaffolding in a synchronous learning environment. 
A review of the literature on CSCL by Cress (2008) showed that cross-level factors such as group interaction, group size, personality, learning style, etc., have crucial roles in student learning performance but are often ignored by researchers. His views are consistent with cognitive development theory. Vygotsky (1978) indicated that relevant cognitive factors affect learning when the psychological learning process of an individual is consistent with the social context. Studies that do not consider how social context affects learning performance are likely to obtain inconsistent results. The “social context” discussed here may be interpreted concretely by this study as a cross-level factor. Cohen, Lotan, Abram, Scarloss and Schultz（2002） and Cohen（1994）agreed that the learning process in CSCL requires interpersonal interactions, and knowledge is created and shared by discussion among team members. Group members learn effectively when they consider the views of others and when they give feedback. Thus, learning efficiency depends on the interaction among group members as well as cognitive factors, individual behavior, self-efficacy and prior knowledge. (Bandura, 1997; Dochy, Segers, & Buehl, 1999). However, CSCL studies tend to perform only individual level analyses and disregard the significance of such grouping effect cross-level factors, and researchers tend to infer other levels based only on the analyses at a certain level, which leads to confusing research results. Therefore, to obtain convincing research results, the variables of interest must be identified for each analytical unit, and the correlations among different levels of variables must be explored from a cross-level perspective (Cress, 2008; Hmelo-Silver et al., 2008). Even so, the use of multi-level analysis to address the concerns of researchers is still rare in CSCL and is worthy of further exploration. 
In summary, this study applied conceptual scaffolding to the synchronous CSCL environment enable students to solve ill-structured problems encountered in the capital budget decision-making unit of a financial management course in technological and vocational higher education programs. The objective was to explore the influence of conceptual scaffolding on student interaction. Moreover, the analytical method hierarchical linear modeling (HLM) is used to explore how learner cognitive factors and CSCL affect learning performance.

Effects of Social Context on Computer-supported Collaborative Learning

The inferential foundation of cross-level analysis of the effects of individual and group variables on CSCL learning performance is the Bandura (1986) theory of social learning. This social learning theory expounds the process of human learning behavior according to the major correlations among three elements, i.e., the individual, the behavior, and the environment, any two of which may mutually determine each other. Although individuals are affected by the environment, individuals also perceive, actively explain, and affect the environment. That is, behavior is susceptible to the influence of the environment while the results of behavior also change the environment. Mental processes determine individual behavior while the results of behavior also change individual perception. This study therefore applies a mechanism to determine each other mutually within the context of CSCL.  The mechanism are internal perception, learning context, and interactive process. That help us to realize learner maintain group awareness and ensure holding common goals and share experiences within CSCL context. Additionally, other members should realize that interactive behavior and contributions determine whether problems are successfully solved. The final learning performance depends on the interactive results of the individual and the group factor.
Individual-level Inference

Empirical studies (Alexander & Jetton, 2000; Dochy, De Ridjt, & Dyck, 2002；Harackiewicz, Barron, Tauer, & Elliot, 2002; Thompson & Zamboanga, 2004) and meta-analyses (Dochy, Moerkerke, & Marten, 1996; Dochy, 1996; Dochy, Segers, & Buehl, 1999) of learning performance show that, of the variables that affect student learning performance, prior knowledge, which positively affects learning performance, has the strongest explanatory power. So-called prior knowledge refers to the schemas saved in long-term memory and is a well-structured knowledge foundation that can spur such learning behaviors as reasoning, conceptualization, acquiring new knowledge, etc. (Dochy, 1992; Glaser & De Corte, 1992). Dochy et al. (1999) showed that activating prior knowledge before beginning a learning activity stimulates internal schemas of the learner and increases the retrievability and availability of working memory. Therefore, when attempting to solve ill-structured problems, students with prior knowledge are most effective at organizing information and integrating old and new knowledge so as to reach their learning goal. Even when their learning content is relatively more difficult, they fare better than those with less prior knowledge in terms of learning performance. Kopcha and Sullivan (2008) and Shin, Schallert and Savenye (1994) agreed that learners with prior knowledge are more likely to achieve satisfactory learning performance in a CSCL environment whether or not the learning schedule is self-paced. However, the learning performance of learners with less prior knowledge is compromised because their concentration levels are relatively lower. Therefore, in the CSCL pattern of this study, the process of synchronous collaboration focuses more on the immediate effects of mutual help among group members. At this juncture, the prior knowledge possessed by learners is crucial. The more prior knowledge possessed by learners, the more effectively they can use their prior knowledge to participate in discussions and interactions that enhance learning.
Another critical factor widely believed to affect learning performance is self-efficacy (Bandura, 1986, 1997；Valentine, DuBois, & Cooper, 2004). Self-efficacy, which Bandura (1986) defined as the personal confidence in being capable of achieving a goal or an outcome, whether positive or negative, affects the choices that the learner makes about actions and the environment. Some learners may doubt their capabilities and may even give up altogether when encountering difficulties while those with strong belief in their self-efficacy tend to work even harder to overcome obstacles. Therefore, students with high self-efficacy usually have high learning performance. Regarding the context of web-based cooperative learning, the personal judgments of learners regarding their own capabilities and their abilities to assess the capabilities of their partners directly affect their interactions such as choice of strategy, role, etc. Although such judgments about the capabilities of others are subjective, perceived self-efficacy has important effects on teamwork. Whether in a traditional classroom or in an online learning environment, the literatures agree that self-efficacy positively correlates with learning performance (Eccles & Wigfield, 2002; Nelson & Ketelhut, 2008). In Schellens, Van Keer and Valcke (2007) and De Wever, Van Keer, Schellens and Valcke (2007), studies of the effects of different mission structures on student learning performance and knowledge construction further showed that learner participation behavior is an important predictor of individual learning performance and that low participation causes low learning performance as well as a weakened ability to construct knowledge.

Although the contributions of perceptive factors such as prior knowledge and self-efficacy are empirically supported by the literature, no study has combined these two variables when predicting actual student performance in a  synchronous CSCL environment. This study therefore uses prior knowledge and self-efficacy as the surrogate variables of cognitive factors and adds a variable for learner participation behavior in hypothesis testing in accordance with recent studies in the online learning field. 
Group-level Inference

This study showed that, in addition to individual-level perceptive factors, student learning performance is also be affected by group-level variables. The group level influences the individual level via two possible routes: “direct contextual factors” and “contextual factors.” Cress (2008), Strijbos and Fischer (2007) explored the effect of CSCL on the individual learning process and learning performance. Their findings demonstrated the importance of group-level variables. For CSCL, Kapur and Kinzer (2007) and Kapur et al. (2008) developed concrete indicators of group interaction, including problem-centered activity (PCA), participation inequity (PI), convergence values (CV). Their objective was to measure the active participation of group members in interactive behavior. Their empirical studies showed the remarkable prognostic power of the indicators for group learning performance. However, their results were obtained in a synchronous environment without learning scaffolding. Further studies are needed to determine how conceptual scaffolding affects synchronous CSCL. 
This study hypothesizes that, in addition to individual-level self-efficacy, the concept of group efficacy derived from the concept of self-efficacy in the Bandura (1986) social learning theory should also be considered. Group efficacy refers to the collective belief by a group that it can successfully achieve a specific mission (Bandura, 1986). Bandura (2000) contended that, when groups are faced with difficulties, those with high group efficacy are most likely to maintain their beliefs, overcome obstacles, and make the efforts needed to achieve a mission objective. Group efficacy is a crucial issue for group research in the field of organizational behavior, and the literature confirms the positive correlation between group efficacy and learning performance (Baker, 2001; Silver & Bufanio, 1996; Seijts, Latham, & Whyte, 2000). This study therefore proposes that group efficacy is an important predictor of learner performance.

In addition to the direct influence of the CSCL pattern on learning performance, Erkens et al. proposed that, when collaboratively solving problems, interactive acts by learners are affected by the performance of other group members. Cohen et al. (2002) proposed that, if a group interacts constructively when solving a problem and thoroughly executes problem-solving steps such as defining a problem, ensuring relevant conditions, brainstorming for solutions, evaluating and presenting suggestions, selecting a solution, making a final decision after negotiation, etc., the group not only achieves better collaborative performance, it also enables learning by group members. However, if most of the interactive interchanges become deviatory discussions, group and individual learning is negatively impacted. Therefore, group behavior affects both individual behavioral performance and collective collaborative performance. Kapur (2008) further hypothesized that “productive failure” produces a hidden positive power when CSCL is used in group problem solving. He divided 309 second-graders in a secondary school into 103 groups; they were then randomly separated into two groups and asked to solve problems concerning the Newtonian laws of motion.  One group was given well-structured problems, and one was given poorly structured problems. The findings showed that the group given poorly structured problems expected to discuss the problem diligently and to achieve the problem solving mission.  In terms of group collaborative performance, however, the group failed to present answers of better quality. Nevertheless, despite the temporary failure of CSCL, compared with the group that received well-structured problems, it performed better in tests of near and far transfer. This phenomenon showed that an initial expectation of failure actually has positive effects on future capability of learning transfer. Kapur and Kinzer (2009) again tested the research hypothesis of “productive failure” in 117 senior high students and obtained consistent conclusions, which further proved that, when the mission of the group is to solve ill-structured problems, interaction among team members affects the final learning performance. Therefore, this study suggests that, for individual-level perceptive factors and individual learning performance, the CSCL pattern has a moderator role.

Method

Participants

Participants were n=170, college students (144 female, 26 male) from the business school of four colleges in Taiwan.

Research Design and Procedures

A randomized pre-test post-test experimental design was used and replicated in each of the four participating colleges. Within each college, participants were first randomly grouped into 4-5 one group, resulting in n=36 groups. These groups were then randomly assigned to one of two conditions to solve either ill-structured problems without conceptual scaffolds (18 groups) or ill-structured problems with conceptual scaffolds (18 groups).

An ill-structured problem scenario was developed consistent with Jonassen’s design theory typology for problems (2000). The problem scenarios dealt with a capital budget decision scenario that required participants to apply principles of Time Value of Money and Risk and Rates of Return to solve them. Content validation of the problem scenario was achieved with the help of two financial management teachers from the university with experience in teaching those subjects at the higher education. The teachers also assessed the time students needed to solve the problems. Feedback from the teachers resulted in minor modifications to the problem scenarios, which were them deemed to be consistent with the financial management’s curriculum.
170 students in 36 groups were also asked to solve the problem to confirm that 2 hours would be sufficient time for the task. All of them completed the problem and submitted their work in about 1.5 hours. However, for group work, we decided to give each group 2 hours to allow sufficient time for group interaction and discussion; naturally, we didn’t want a lack of time to be a confounding factor. Ultimately, all groups completed the problem in the allow time. The study was carried out in the school’s computer laboratory where participants normally engage in a substantial amount of curricular problem-solving activities. The online synchronous collaborative environment was java-based, text-only chat application running on the Internet. Despite these participants being technologically savvy in using online chat, they were familiarized in the use of the synchronous text-only chat application prior to the study. Group members could only interact within their group. Each group’s discussion and solution were automatically archived as a text file to be used for analysis. A seating arrangement ensured that participants of a given group were not proximally located so that the only means of communication between group members was synchronous, text-only chat. No help regarding the problem-solving task was given to any participant or group during the study. Furthermore, no external member roles or division of labor were suggested to any of the groups.
The 36 groups went through online cooperative learning training and were randomly assigned to different experiment environments (experiment group, control group) for 2 hours of non-structured problem-solving tasks. Tasks were identical for both groups; the difference was that the experiment group received conceptual scaffold questions, whereas the control group did not receive questions. The purpose of conceptual scaffold questions was to assist students by leading them. Faced with tasks beyond their abilities, questions helped students to focus on knowledge they were already familiar with and develop solution methods. Therefore, researchers took into the consideration the conceptual scaffold design principles of Moos and Azevedo (2008) and Azevedo et al. (2004). Together with two financial management teachers, they developed the following five questions:
1. What are the steps to analyze capital budget?
2. In capital budget decision-making criteria, what evaluation methods may be selected?
3. In capital budget decision-making criteria, what evaluation methods should take into consideration “currency time-value?”
4. Why is “cash flow estimate” the most important and difficult part of capital budget decision-making criteria?
5. In capital budget decision-making criteria, how can the evaluation method are applied to the selection of "mutually exclusive alternatives?”

Instrumentation

Self-efficacy

Mone (1994) points out that in comparison to the general self-efficacy measurement method, scales focused on specific results or areas are more effective as far as predicting personal objective and learning effectiveness. Since this study used synchronous discussion for the CSCL activity, students were required to use computers to complete tasks assigned by the teacher. Therefore, the researchers revised the computer self-efficacy scale which was developed by Compeau and Higgins (1995a) as a tool to measure self-efficacy. This scale consists of ten self-report questions that are answered on a ten point Likert scale, and there are no reverse problems. The wording of these ten questions was slightly modified in this study to ensure that the questions were specific to the learning task. For example, the question, “I could complete the job using the software package, if there was no one around to tell me what to do as I go” was modified to, “I can use the synchronous discussion platform to solve financial problems with team members, if no one tells me how to use the synchronous discussion platform, I can use it.” The Cronbach’s alpha for the self-efficacy scale used in this study was 0.94. Additionally, the scale was also used by relevant studies in the past, and is therefore suitable for this study (Agarwal, Sambamurthy, & Stair, 2000; Deng, Doll, & Truong, 2004; Downey & McMurtrey, 2007; Hasan, 2003).
Group efficacy

In this study, participants were asked about their confidence regarding the group successfully completing the group task. It used Jung and Sosik's (2003) 5-item collective efficacy scale, and modified for the current study to a five point rating Likert scale. For example, “My group can find solutions to problems with its performance” was modified to, “I believe my team can figure out a way to solve the financial decision problem.” The Cronbach’s alpha for the group efficacy scale used in this study was 0.89.

Prior domain knowledge

Participants’ prior domain knowledge of the financial decision was measured with a pretest. The pre-test included ten multiple-choice questions, each of which had only one correct answer. The purpose of this test is to understand students’ starting point behavior as well as their familiarity with the basic concepts of capital budget decision-making, including: currency time-value, principle of payment in installments, risk/return relationship, etc. 
Learning Achievement Test
This test was created based on capital budget decision-making teaching material, and content included cognitive areas such as ill-structured problems, covered memory, comprehension, application, analysis, evaluation, and creation. The target of evaluation was the Taiwan Automotive Industry Investment Plan Case, and participants were required to provide information such as a comparison of the advantages and disadvantages of different areas, financial data, and accounting reports. The test was in pencil and paper tests and involved answering questions, with a time limit of 50 minutes. Scoring was based on the problem-solving evaluation criteria. In regard to reliability and validity, the test was identical to that of the ill-structured problem-solving task.
Delay Test
The purpose of this test was to understand the learning retention of online cooperative study. The topic, Taiwan's Airline Industry Investment Plan Evaluation, was similar to that of the post-test. The only difference was that financial data was adjusted. Researchers administered this test to study subjects four weeks after the experiment treatment. The test was in pencil and paper tests and involved answering questions, with a time limit of 50 minutes. In regard to reliability and validity, the test was identical to that of the ill-structured problem-solving task.
Group interactional activity (PCA)
Bannan-Ritland (2002) reviewed 132 studies on online cooperative behavior, and pointed out that different studies define significant cooperative behavior differently. Basically, there are 3 categories: (1) Learners’ degree of active involvement is weighted toward their individual behavior and perception; (2) Communication frequency/type/level, or social collaborative exchange between learners or teachers/students, is weighted toward collective interactive behavior; (3) The range of teaching design and technical support interactivity is weighted toward defining or distinguishing interactivity through education-technical design. Since the study’s primary structure is cross-level analysis, individual level and collective level measurement variables must exist. Therefore, the so-called meaningful interaction refers to simultaneously using the first and second definition, that is, the individual level is the learners' degree of active involvement, whereas the collective level is the frequency, form, and level of communication between learners.

Based on the previous two items’ definition of meaningful interaction, this study used the research of Cohen et al. (2002), Kapur et al. (2008), and Kapur and Kinzer (2007) to propose (for the content analysis results) specific criteria for measuring the level of contribution of group members. These criteria served as representative variables for the interactive behavior of group levels, and they included: problem-centered (PCA), participation inequity (PI), and convergence values (CV) for dialogue effectiveness. Additionally, at the individual level, the cumulative number of times of the interactive behavior categories of the six items were used to calculate the individual participation ratio (IPR), in order to measure the degree of active involvement among learners. The calculation method for different levels of meaning interactive behavior is explained below:

PCA:

Classify the semantic information of groups according interactive behavior, and set each statement as 1 unit. The statement units of the cumulative categories of PA, PC, OO, SE, and SR are the PCA, and the formula is:
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For example: Three members of a group spoke 20 statements within the problem-solving time limit. These were classified as 5 statements in the PA category, 4 in the PC, 2 in the OO, 3 in the SE, 3 in the SR, and 3 in the NT. Therefore, this group’s PCA is 17.

Group participation inequity (PI)

The number of cumulative individual statements is divided by the total number of statements, calculating the statement ratio for each member. Then standard deviation for the group’s members is obtained. This is the formula:
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For example: Three members of a group spoke 20 statements within the problem-solving time limit. Member 1 spoke 7 statements, Member 2 spoke 8 statements, and Member 3 spoke 5 statements. Member 1’s statement ratio was 0.35 (7/20), Member 2’s ratio was 0.40 (8/20), and Member 3's ratio was 0.25 (5/20). Therefore, the group's PI was 0.0763。
3.
CV of Dialogue Effectiveness:

Each statement of the group’s semantic information was given a specific value and weight, and the relative ratio was calculated. If the statement led to members to continue discussing the problem and helped solve it, it was assigned a score of +1. If the statement led to off-topic discussion and did not help solve the problem, it was assigned a scored of -1. If the statement did not lead to progress or distraction, and discussion could not continue, it was assigned a score of 0. The formula:
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For example: Three members of a group spoke 20 statements within the problem-solving time limit. 8 statements had a dialogue effectiveness score of +1, 3 statements scored 0, and 9 statements scored -1. Therefore, the group’s CV was 0.0588.

4.
IPR:

The number of cumulative individual statements was divided by the total number of statements, rendering each member's statement ratio, which was the IPR. The formula:
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For example: Three members of a group spoke 20 statements within the problem-solving time limit. Member 1 spoke 7 statements, member 2 spoke 8 statements, and member 3 spoke 5 statements. Member 1’s IPR was 0.35 (7/20), member 2’s IPR was 0.4 (8/20), and member 3’s IPR was 0.25 (5/20).
Problem-solving Evaluation Criteria
The problem-solving evaluation criteria were directed at the answers provided by the groups. Generally speaking, there was no single correct answer for non-structured problems, and teachers should focus evaluation on whether or not students were able to use appropriate solution methods or sufficient proof to support their final strategies, including the various hypotheses and presumptions (Kapur & Kinzer, 2007; Jonassen, 1997).
The researchers first analyzed questions and listed possible answers, and then assigned different scores based on different answers. Student answers had to explain five methods of evaluation: the payback period method, discounted payback period method, net present value method, internal rate of return method, and profitability index method. Each method had to carefully estimate the expected cash flow and uncertainty of occurrence of the investment plan, as well as comparing the present value and cost in order to determine whether or not to use the plan. According to the ill-structured problem evaluation focus mentioned above, the study took into consideration the evaluation criteria of Kapur and Kinzer (2007) and Lee, Chan, and Van Aalst (2006). Evaluation was divided into 5 classes, ranging from 0 (no methods were proposed for problem-solving) to 4 (completely familiar with different methods of problem-solving and able to propose reasonable hypotheses and sufficient reasons).
	Quality
	Description

	0
	Solution does not propose any methods of problem-solving

	1
	Solution makes only minor mention of methods for problem-solving, understanding of different methods is very limited, unable to propose reasonable hypotheses and sufficient reasons

	2
	Solution makes frequent mention of methods for problem-solving, but understanding of different methods is still limited, still unable to propose reasonable hypotheses and sufficient reasons

	3
	Solution contains plenty of mention about methods for problem-solving, relative understanding of different methods, but unable to propose reasonable hypotheses or sufficient reasoning

	4
	Solution shows complete familiarity with methods for problem-solving, as well as ability to propose reasonable hypotheses and sufficient reasoning


Data Coding

The study used the automatic recording function of the online synchronous platform to collect the semantic information, including dialogue content, speech time, and viewing history. Kapur and Kinzer (2007) problem-solving functional classification principle was used for encoding. Its distinguishing feature is conformity to the CSCL environment, examining, from the perspective of problem-solving, individual/collective strategy interaction content, divided into six interactive behavior categories. Accordingly, each interaction unit was coded into one of six categories:

1. Problem Analysis (PA): Describe or define problem content or status.

2. Problem Critique (PC): Evaluation of problem analysis.

3. Orientation (OO): Describe or guide problem-solving thought direction.

4. Solution evaluation (SE): Propose feasible solutions and detailed steps of execution.

5. Solution reflection (SR): In regard to solution execution steps, debate, clarify, and reflect on one’s solution process.

6. Non-Task (NT): Chatting or jokes which are irrelevant to the problem-solving task.

After an initial training phase, two trained finance teachers independently coded the interactions with an inter-rater reliability (Krippendorff’s Alpha) of 0.90. The researcher and a finance teacher independently rated the quality of all group solutions as well as the individual post-test performances of all participants. Raters were blind to the treatment condition; Krippendorff’s alphas of 0.92 and 0.94 were achieved for rating ill-structured problems post-test and delay test, respectively.

Data Analysis
This study used the multivariate analysis of variance method (MANOVA) to test hypothesis 1, comparing the difference between the experiment and control groups in different interactive behavior categories. The independent sample double-tailed T was used for checking, and the Mann-Whitney U statistic of the non-parametric statistic method was used to test the second research hypothesis, comparing the difference in collective discussion quality and problem-solving performance between the experiment and control groups in handling non-structured problem-solving tasks. Pre-test performance was listed as a covariate, and the analysis of covariance method (ANCOVA) was used to compare whether there was a difference between the experiment group and the control group in the learning achievement test and delay test. Prior to ANCOVA analysis, conditions such as homogeneity, normality, and variance homogeneity were first completed for the group’s regression coefficient, in order to conform to the ANCOVA hypothesis. The statistical tests mentioned above all used 0.05 as the significance level, and they inputted the [image: image6.png]


 effect size data into the results (which had met the significance level), in order to increase the practical significance of the experiment processing. The effect size standard was above 0.06, .014, and 0.14, and was divided into the low, middle, and high effect size recommendations (Cohen, 1988).

Finally, the study used the hierarchical linear model (HLM) to test hypothesis 3, 4, and 6, exploring the online cooperative learning model’s cross-level developmental influence effect. 
HLM is a statistical method which was developed by taking into consideration the influence of different independent variables on the dependent variables of individual levels. The biggest difference between HLM and traditional regression analysis is the handling of different levels of variables. Regular traditional analysis methods place individual level and group level variables into a single regression model, which seriously violates the assumption of independent variables in the regression analysis. HLM, however, uses independent analysis for different levels of variables. (Raudenbush & Bryk, 2002). Prior to HLM analysis, it’s necessary to calculate the variance components of the variables among and within groups, as well as examining the suitability of individual variable integration to collective level variables. The focus of analysis must first test group homogeneity and difference between groups. If these do not conform to standards, then integration of group information is not meaningful. In order to test the information’s group homogeneity (Klein & Kozlowski, 2000), that is, the level of consensus among different tested students, the study used the within-group inter-rater reliability [image: image8.png]Livg



 test indicator (James, Demaree, & Wolf, 1984). In regard to testing the difference between groups, [image: image10.png]


 calculation (Gavin & Hofmann, 2002) was implemented. If results met the significance level (F test), this represented that difference existed between the groups, meaning that a level 2 online cooperative study effect might exist. Finally, calculation of the group variable’s internal intraclass correlation coefficient (ICC) showed that the total variance of the estimated variable could be explained by the group difference ratio.
According to Hofmann’s (1997) suggestions, taking into consideration the study’s hypothesis model (level 1’s direct effect, level 2’s developmental direct effect, level 2’s developmental adjustment effect), and within the cross-level analysis model test, the correspondence and testing conditions required for establishment of the study’s relevant hypotheses are shown in Table 3-13. 
In order to test Table 3-s13’s conditions, HLM analysis was conducted, and during this, testing of the following 4 models was necessary. The models included the null model, random parameter regression model, intercept prediction model, and slope intercept prediction model. 
The null model examines whether or not the data has group internal consistency and intra-group difference. These two are known as “within group components ([image: image12.png]


) and "between group components ([image: image14.png]


). The intra-group variance component significance is not 0. When the null model is tested, the existence of a regression slope and intercept in level 1 must be tested.
When a significant intercept exists, it may serve as a foundation (that is, condition 2) for testing the existence of H2, and when a significant slope exists, it may be used to examine the possibility (that is, condition 3) of establishment of H3. This step of analysis must be completed through the random parameter regression model. 
Specifically speaking, in order to test the possibility of establishing H2, it’s necessary to first confirm that the intercepts of different groups have met the significance difference, and in order to test the possibility of establishing H3, it’s necessary to examine whether the slopes of different groups met the significance level. 
In addition to the two mentioned above, this model can also directly test the relationship between the independent and dependent variables of H1 level 1. The variance components of this model and the null model can also render the explained variance [image: image16.png]R?



 of level 1’s dependent variables.
If the random parameter regression model’s variance components significantly exist, then a further analysis of the intercept pre-test model is necessary in order to examine the main effect of level 2’s variables. Additionally, if the random parameter regression model slope variance component exists, this represents that adjustment effects may exist for level 2's variables. Therefore, the slope pre-test model must be implemented, in other words, a further analysis of whether the slope’s variance components may be explained by level 2 variables (that is, condition 5), in order to test the establishment of H3.
Table 3-13 Cross-Level Hypothesis Type and Testing Conditions

	Hypothesis Type

	Research Hypothesis 1 (H1):

	Direct effect of level 1’s independent variables on dependent variables

Cognitive factors and participative behavior influences students’ individual learning achievemen.

	Research Hypothesis 2 (H2):

	Direct effect of level 2’s adjustment variables on dependent variables

The online cooperative learning model has a positive impact on learning achievement


	Research Hypothesis 3 (H3):

	Adjustment effect of level 2's adjustment variables in the relation between independent and dependent variables

Relation between the online cooperative learning model and cognitive factors, participative behavior, and learning effect has a developmental adjustment effect

	Testing Conditions

	Condition 1: Dependent variables’ intra-group and within-group variance components must exist

	Condition 2: Variance must exist in level 1’s intercept

	Condition 3: Variance must exist in level 1’s slope

	Condition 4: Level 1’s intercept variance components may be explained by level 2’s variables

	Condition 5: Level 1’s slope variance components may be explained by level 2’s variables


3. HLM: Production of Group Level Information

Since the study’s online cooperative learning model is a shared construct, data collection comes from individual students. Prior to cross-level analysis, it's necessary to first check the suitability of variable aggregating to group levels. In order to test the existence of intra-group variance difference and within-group consistency in data, the study used the inter-rater reliability coefficient (IRR), [image: image18.png]


 (eta-squared), and the intraclass correlation coefficient (ICC) as testing indicators to test the suitability of information integration. The following is a general introduction to the three types of indicators: 

(1) Inter-Rater Reliability Coefficient (IRR) 

IRR refers to measuring the level of consensus among group members in order to test the cognitive consistency of a test subjects (in the same group) in regard to a certain construct. This study used the [image: image20.png]Livg



 indicator developed by James et al. (1984) to assess the consistency of responses from group members. This indicator may also be divided into the single item [image: image22.png]Cog(a)



 and multiple item [image: image24.png]Fwg()



. The formula is explained below:
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 ranges from 0 (completely inconsistent) to 1 (completely consistent). Generally, the rule of thumb used to assess whether a group of people conforms to a consistency standard is larger than 0.7 (James et al., 1984).
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 (eta-squared)
This indicator uses variance to analyze and understand how much of the individual score’s variance comes from within-group variance (caused by low-level factors), as well as how much comes from between-group variance (caused by high-level factors).A larger value of [image: image38.png]


 represents a higher ratio explained by the intra-group difference. When used together with the F test, it can be easily assessed whether or not [image: image40.png]


 is significant. However, it’s important to note that the F test is easily influenced by the size of the group samples, therefore, when the number of samples is greater, its easier for [image: image42.png]


 to meet the significance level.
(3) Intra-class Correlation Coefficient (ICC)

ICC uses ANOVA to test whether intra-group variance is more significant than within-group variance. When the value of F is significant, this represents that intra-group variance is certainly smaller than within-group variance. Then the values within the group may be added, which is having the member self-evaluation perception total being equivalent to team perception. 
Kenny and Lavole (1985) point out that when the ICC value is close to 0, this means that using individual level analysis of information is more suitable than group level analysis. A greater ICC value means the opposite. 
Additionally, according to the definition of Shrout and Fleiss (1979) and James (1982), the ICC may be differentiated into ICC (1) and ICC (2). When the number of team members is unequivalent, it is recommended to use ICC (1). A value greater than 0.12 is used as the judgment criteria. When the number of team members is equivalent, it is recommended to use ICC (2) to answer the group average reliability value (Bliese, 1998). The formula is explained below:<0}
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When the ICC is greater than 0, this means that using group level information analysis is more suitable than individual level information analysis. At the same time, in regard to assessment criteria, Bliese (2000) recommends 0.12 as the cut-off point. Since the online cooperative study group sample number is 4-5 people, the number of members is unequivalent, and therefore ICC (1) is used for measurement.
Results

In the statistical analyses of descriptive data (Table 1), means, standard deviations, and correlation coefficients for all variables generally revealed significant correlations. Notably, the correlation coefficients between learning outcomes and most variables showed significant positive correlations (p<0.05). The only significant negative correlation was between participation inequality value and learning performance.
In a hierarchical linear model, within-group consistency and between-group variation must be measured before aggregating individual-level data into group characteristics. Therefore, rwg  QUOTE 
 , η2 QUOTE 
 , and intraclass correlation coefficient (ICC) were the chosen indices for testing the appropriateness of aggregating data in this study (James, Demaree, & Wolf, 1984). Nonetheless, in the research structure, aggregating variables in level 2 of the CSCL model, group prior knowledge, group PCA, and the participation inequality value were calculated as mean pre-test score for the group members, the mean individual PCA for the group members, and the standard deviation in individual participation ratio, respectively. However, according to the definition given by Kapur (2008) and Cohen et al. (2002), these three variables characterize individual variation; that is, the group mean and the group standard deviation represent only the average CSCL behavior among the group members. Multi-level analysis does not require identification of a consistent characteristic among the varying individual personalities of group members. Klein & Kozlowski (2000) and Bliese (2000) also showed that, when aggregating group data, this condition does not require a test for consistency. Therefore, this study only tested interval variables such as group performance for within-group consistency and between-group variation.
The group performance mean rwg was 0.871 (range, 0.773 to 0.972). Since all values exceeded 0.7, aggregation was reasonable. Additionally, η2 was 0.863 (F=24.902，p<0.001), which indicated between-group variation. Additionally, the small sample size may have produced bias. Although this possibility could not be completely eliminated, it was nevertheless unlikely because of the group size in this study: the sample size ranged from 4 to 5 people with a mean of 4.857 and a mode of 5. Therefore, the study further tested the ICC indicator to measure the degree to which the variance in the dependent variable could be explained by the group variables and also to measure the reliability of the group mean. The analysis obtained an ICC of 0.831, which exceeded 0.12. Therefore, multi-level analysis was appropriate at this initial stage (Raudenbush & Bryk, 2002). The next step tested different levels of the research hypotheses.
Table 1 Individual-Level Means, Standard Deviation, and Zero-Order Correlations
	
	
	
	Correlation

	Variable
	M
	SD
	1
	2
	3
	4
	5
	6
	7

	1.IPK
	55.5900 
	10.0860 
	
	
	
	
	
	
	

	2.IPR
	00.2059 
	00.1072 
	-0.0308**
	
	
	
	
	
	

	3.SE
	07.5912 
	01.5535 
	-0.1735**
	-0.0643**
	
	
	
	
	

	4.GPK
	55.5882 
	05.9640 
	-0.5913**
	-0.0131**
	-0.2324**
	
	
	
	

	5.GE
	04.2414 
	00.5692 
	-0.2097**
	-0.0508**
	-0.6553**
	-0.3546**
	
	
	

	6.PI
	00.1124 
	00.0360 
	-0.0099**
	-0.0867**
	-0.0561**
	-0.0168**
	-0.0856**
	
	

	7.PCA
	16.3884 
	10.7337 
	-0.2047**
	-0.0089**
	-0.0262**
	-0.3463**
	-0.0400**
	-0.1998**
	

	8.Post-test
	02.6941 
	00.9884 
	-0.2211**
	-0.1651**
	-0.2559**
	-0.1759**
	-0.3403**
	-0.2070**
	-0.2636**


*p<0.05 **p<0.01 ***p<0.001

Model Construction and Hypothesis Testing

Multi-level analyses require tests for multi-level effects such as significant between-group and within-group variance in components of the dependent variable. This research first conducted a null model analysis. Table 2 shows that model 1 had a within-group variance (σ2) of 0.158 and a between-group variance (
[image: image51.wmf]00
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) of 0.839 (

=910.771，p<0.001). Analysis of post-test scores showed that all between-group variance components significantly differed from zero; that is, the required between- and within-group variance in the dependent variable was satisfied because post-test scores significantly differed among the groups. The ICC value of 0.842 indicated a high correlation (Cohen, 1988), i.e., the 84.2% variance in post-test scores among different groups significantly differed from zero. Restated, because of the large between-group variation, multi-level analysis was more appropriate than general regression analysis. 
In the random-coefficients regression model, only the level 1 equation had independent variables; level 2 was set up as a null model; and the regression coefficients in level 1 (including the intercept and the slope) were set up as random effects in the regression model of level 2. The purpose was to compare the intercepts and slopes among the groups. The model also directly examined the relation between the independent and dependent variables of level 1. Based on the variance component from this model and the null model, the explained variance R2 of level 1 variables were also obtainable. According to the analysis results of model 2 from Table 2, r10  QUOTE 
 , r20 , r30 were all statistically significant (r10=0.210, t=3.639, p=0.001; r20=0.857, t=3.475, p=0.002; r30=0.070, t=2.073, p=0.046). That is, prior knowledge, participation ratio, and self-efficacy of level 1 all had significant positive impacts on post-test scores. A 1-unit increase in r10  QUOTE 
 , r20 , r30 represented increases of 0.210, 0.857, and 0.070, respectively. Therefore, the independent variables directly affected the dependent variables. For level 1 individuals, calculating the difference between the variance of the random-coefficients regression model and the variance of the null model indicated that the percentage needed for prior knowledge, participation ratio, and self-efficacy to explain the post-test score variance R2 was 60.9%. 
In addition to testing parameters r10 , r20 , and r30 , this study also used 
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 to identify significant group differences in slopes and intercepts. The post-test scores revealed significant differences in intercept variance components (
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 =2234.934, p<0.001). The variance components for the slope of prior knowledge, participation ratio, and self-efficacy also revealed significant group differences (

=60.067, p=0.002；

=64.166, p=0.001; 

=59.565, p=0.002). A possible explanation is that the CSCL model had a direct contextual effect on the post-test scores. Similarly, the CSCL model probably had a contextual moderating effect on the relations among the post-test scores and prior knowledge, participation ratio, and self-efficacy. After integrating the above findings, the next step was to analyze the model in which the slope and the intercept of level-1 equation were used as the outcome variables in the level-2 equation.
Since the level 1 intercept significantly differed, this study further examined whether the intercept was explainable by level-2 variables (i.e., the CSCL model). The objective was to determine whether the intercept directly affected the dependent variable. Therefore, the effects of intercepts on model outcomes were analyzed. Table 3 shows that model 3 revealed the direct contextual effects of the experimental design treated as a dummy variable; the control group, assigned as 0, had no conceptual scaffolding whereas the experimental group, assigned as 1, had conceptual scaffolding) and group performance on the post-test scores. The analysis showed that r01 was equal to 1.487 (t=12.476, p<0.001) and that r03 was equal to .214 (t=3.244, p<0.001): both variables directly affected learning outcomes. However, r02 did not reach the significance level (t=1.040，p=0.307), which suggested that group prior knowledge did not directly affect the post-test scores. The results for the variance component also showed that the corresponding variance component was 0.087, which reached the significance level (

=222.016，p<0.001) and explained 89.9% of the variance. This finding revealed that some level 2 variables were not included in the model. Therefore, the following step was to identify the missing factors.
The random-coefficients regression model showed that the group had significantly different slopes. To examine whether the level 2 variables indeed moderated the relation between independent and dependent variables, the slope variance component was further analyzed to determine if it could be explained by the level 2 variables. The model for slope as outcome model (Table 3) showed a significant interaction coefficient in level 1 between the participation ratio and the PCA (r22 
=0.064, t=3.060, p=0.005); the participation inequality value, however, was not statistically significant (r21 =-4.854, t=-0.568, p=0.573). Therefore, level 2 variables had a significant contextual moderating effect on the relation between the participation ratio and the post-test scores. The variance component corresponding to the observed post-test scores was 0.785, which was also significant (

=56.018，p=0.005) and produced a contextual moderating effect that explained 3.8% of the variance. The above findings show that some contextual moderating variables excluded in this study require further study. 
Discussion and Conclusion
The purpose of this study was to construct a CSCL model to investigate the effect of conceptual scaffolding on learner interaction during cooperative problem-solving and on learning performance. To reflect the complexity of real-world problems, the subjects in this experiment performed ill-structured problem-solving tasks in a synchronous environment. The original intention was to use this instructional design to facilitate learning performances as well as cooperative skills in the students. Nonetheless, the experimental results revealed that students given loosely structured questions, i.e., questions involving complex information or multiple correct answers or questions without a set of rules to follow, the instructor needed to provide appropriate learning scaffolding or instantaneous help at the very beginning; otherwise, group interaction at the initial stage was ineffective, and group dialogue tended to wander away from the theme. These phenomena were confirmed by the performance of the control group and were also consistent with results from a series of CSCL studies performed in a synchronous learning environment by Kapur & Kinzer (2007,2009), Kapur et al. (2008), and Kapur (2008). A notable finding of this study is that, after implementing conceptual scaffolding, i.e., assisting by providing hints or cues, in the learning environment, 81.2% of the interactions, versus only 52.4% of the interactions in controls, enhanced problem-solving efficiency (the data were calculated by deducting the number of non-task related statements from the total number of statements). This finding indicated that providing conceptual scaffolding by giving prompts and hints effectively improves group interaction. This finding also reflected the outstanding performance by students in the experimental group in terms of their attention to problem-solving.
The multi-level analysis research model developed in this study considered cognitive factors, CSCL, and learning performance. The participants were students in 36 higher education financial management courses. Although the overall results of multi-level analysis revealed that prior knowledge, participation ratio, and self-efficacy significantly and positively affected learning performance, participation ratio was the most important variable. This finding was consistent with Kapur (2008) and with other studies showing that prior knowledge and self-efficacy generally affect learning performance (Kopcha & Sullivan, 2008; Nelson & Ketelhut, 2008). The analysis of these two variables showed that both correlate positively with CSCL performance. 
The results obtained when using intercepts as outcome models for examining Hypothesis 2 were relatively unexpected. In the CSCL model, only the experimental design and group performance had a direct contextual effect on learning performance. This indicated that, at the group level, hints provided by conceptual scaffolding and group performance enhanced learning performance, especially in the experimental group. The data also confirmed a positive association between group performance and learning performance, which was consistent with the literature (Mulvey & Ribbens, 1999；Prussia & Kinicki, 1996；Silver & Bufanio, 1996). Finally, the results from slopes as outcomes model revealed that, in addition to factors that directly affect CSCL performance, including prior knowledge, participation ratio, and self-efficacy, PCA has a positive moderating effect on the relationship between participation ratio and learning performance.
The above analysis showed that the CSCL not only had a direct effect on learning, but also positively moderated learning performance. This finding supported the inference by Cohen et al. (2002) and Kapur (2008) that in a group that discusses problems, communicates meaningfully, and implements problem-solving steps effectively, both group performance and individual performance improve. Besides being a crucial factor in group performance, also has a significant effect on learning by individual members of a group. 
Regarding pedagogical applications, the content analysis revealed significant group differences in interaction. Most of the dialogue in the experimental group was related to reflexive thinking; therefore, good results were eventually achieved by the group as a whole and by individual members. Pedagogically, instructors can train students to think reflexively when learning, and they can encourage their students to engage in active and continuous contemplation of their personal beliefs and causality. Such training assists students in constructing personal knowledge and in solving complex problems. According to the multi-level analysis results, self-efficacy and group efficacy positively and significantly affected learning performance. Both variables are significantly related to the success of CSCL. Therefore, when implementing CSCL, instructors should give students positive feedback and provide opportunities for students to demonstrate their competence and improve their self efficacy. Instructors should also stress the importance of group cooperation and active mutual relationships and should facilitate group confidence. Regarding recommendations for future research, this study applied the conceptual scaffolding developed by Moose & Azevedo (2008) as the experimental condition for improving group interaction in cooperative learning groups in a synchronous learning environment and to enhance problem-solving performance in both the overall group and in individual learners. According to the literature review by Hannafin et al. (1999), instructors can use four different functional learning scaffoldings in an open-learning environment: conceptual scaffolding, meta-cognitive scaffolding, procedural scaffolding, and strategic scaffolding. In future studies, the experimental design can be extended to further examine the facilitative effect of the four learning scaffolds  on CSCL. When selecting variables, cognitive factors should be included as variables in individual-level analyses. In addition to the prior knowledge and self-efficacy analyzed in this research, future studies may also consider the big five model (Norman, 1963) and the goal orientation model (Dweck, 1986)to investigate whether the above factors directly affect CSCL performance and also whether these factors are contextually moderated by variables at the group level. The slopes as outcomes model revealed new group level variables that have not been reported until now. Therefore, future studies may include other independent variables at the group level, such as group cohesion (Shaw, 1981) and organizational climate (Litwin & Stringer, 1968). Moreover, the analysis can also be performed using different dependent variables. In addition to test results, improved understanding of factors such as learning motivation, learning satisfaction, and problem-solving competence can also facilitate understanding of contextual phenomena related to CSCL at the group level.
Changes in the higher education environment have resulted in a shift in focus from directional knowledge delivery, i.e., from instructors to students, to construction of knowledge via multiple interactions among students, instructors, peers, and the learning environment. University instructors should respond to this new pedagogical paradigm by making appropriate modifications consistent with this educational trend by focusing on student-oriented active learning. Few studies of synchronous CSCL have collected data at both the group and individual levels, and few have used HLM to investigate effects between variables of different levels. Hopefully, the analytical results of this study can aid researchers in further studies in online learning. The findings may also be applicable in other areas related to CSCL and problem-oriented learning and can provide a reference for university instructors when designing their teaching activities.
Table 2
	
	Model 1
	Model 2

	Fixed Effect
	Estimate
	
	Estimate
	

	r00: Intercept
	2.679***
	(0.156)
	2.679***
	(0.156)

	r10: Individual Prior Knowledge (IPK)
	
	
	0.210**
	(0.058)

	r20: Individual Participation Ratio (IPR)
	
	
	0.857**
	(0.247)

	r30: Self-Efficacy (SE)
	
	
	0.070*
	(0.034)

	Random Effect
	
	
	
	

	Level 2 variance component
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	0.839***
	
	0.859***
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	0.857**
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	0.068**
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	0.017**
	

	Level 1 variance component
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	0.158
	
	0.062
	

	Model fit
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	910.771
	
	2234.934
	

	df
	35
	
	33
	

	p
	<0.001
	
	<0.001
	


Values between brackets are standard errors.
*p<0.05, **p<0.01, ***p<0.001
Table 3
	
	Model 3
	Model 4

	Fixed Effect
	Estimate
	
	Estimate
	

	r00: Intercept
	2.679***
	(0.050)
	2.676***
	(0.051)

	r01: Experiment Design (ED)
	1.487***
	(0.119)
	1.489***
	(0.119)

	r02: Group Prior Knowledge (GPK)
	0.178
	(0.075)
	0.176
	(0.076)

	r03: Group Efficacy (GE)
	0.214**
	(0.066)
	0.214**
	(0.064)

	r10: Individual Prior Knowledge (IPK)
	0.221***
	(0.055)
	0.222***
	(0.056)

	r20: Individual Participation Ratio (IPR)
	0.715**
	(0.240)
	0.676*
	(0.263)

	r21: Participation Inequity (PI)
	
	
	-4.854
	(8.541)

	r22: Problem-centered Activity (PCA)
	
	
	0.064**
	(0.021)

	r30: Self-Efficacy (SE)
	0.078*
	(0.033)
	0.078*
	(0.033)

	Random Effect
	
	
	
	

	Level 2 variance component
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	0.087***
	
	0.086***
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	0.057**
	
	0.051*
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	0.815**
	
	0.785**
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	0.015**
	
	0.014**
	

	Level 1 variance component
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	0.067
	
	0.065
	

	Model fit
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	222.016
	
	216.689
	

	df
	30
	
	30
	

	p
	<0.001
	
	<0.001
	


Note: Experiment Design=1 for scaffolding and 0 for no scaffolding condition
Values between brackets are standard errors.
*p<0.05, **p<0.01, ***p<0.001
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